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Introduction & Use Cases



Welcome! (by ChatGPT)

What. A model that generates language based on some input 

● Chat: chat-based model +
● GPT: Generative Pre-Trained Transformer

When. Released on November 30, 2022

(from) Who. OpenAI, private company (mission: “to ensure that artificial general 
intelligence (AGI) ... benefits all of humanity”)

Where. Hosted online on the OpenAI website: https://openai.com/about/ 

Why. To interact with users in a conversational manner

https://openai.com/about/
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Where does it come from?
In the last few years, research in Natural Language Processing (NLP) dominated 
by large language models (LLMs)

GPT, GPT-2, GPT-3, InstructGPT-3 (OpenAI), DialoGPT (Microsoft) 

> state-of-the-art in many tasks:

translation, question-answering, cloze tasks, “on-the-fly” reasoning or domain 
adaptation (e.g., unscrambling words, using a novel word in a sentence, or 
performing 3-digit arithmetic)
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What can it be used for?



ChatGPT can play games
https://www.thegamer.com/dungeons-dragons-ch
atgpt-ai-dm/

https://www.thegamer.com/dungeons-dragons-chatgpt-ai-dm/
https://www.thegamer.com/dungeons-dragons-chatgpt-ai-dm/


ChatGPT can do marketing

https://www.pcmag.com/news/almost-30-of-professionals-have-used-chatgpt-for-work-purposes

https://www.pcmag.com/news/almost-30-of-professionals-have-used-chatgpt-for-work-purposes


ChatGPT can code

https://www.nature.com/articles/d41586-022-04383-z

https://www.nature.com/articles/d41586-022-04383-z


ChatGPT can pass MBA exams

https://www.nbcnews.com/tech/tech-news/chatgpt-passes-mba
-exam-wharton-professor-rcna67036 

https://www.nbcnews.com/tech/tech-news/chatgpt-passes-mba-exam-wharton-professor-rcna67036
https://www.nbcnews.com/tech/tech-news/chatgpt-passes-mba-exam-wharton-professor-rcna67036


ChatGPT can write scientific articles

https://www.nature.com/articles/d41586-023-00107-z 

https://www.nature.com/articles/d41586-023-00107-z


At the UvA, people had some questions too…

https://www.folia.nl/international/155061/pepijn-stoop-will-chatgpt-soon-be-making-our-exams

https://www.folia.nl/international/155061/pepijn-stoop-will-chatgpt-soon-be-making-our-exams


Can I replace my students with ChatGPT?



Text manipulation



Style



Translation



Better prompts, better results



My students don’t write that well!



If students can do it…



Limitations and failure cases: Specific information



References?



Specific questions

Domain-general versus domain-specific information



Domain-specific knowledge: A Dutch linguist interviews ChatGPT

Prof. Peter Arno Coppen, University of Utrecht
https://neerlandistiek.nl/2023/01/taalkundig-redeneren-met-chatgpt/

https://neerlandistiek.nl/2023/01/taalkundig-redeneren-met-chatgpt/


Domain-specific knowledge: Dutch lexicography

Prof. Nicoline van der Sijs, Instituut voor Nederlandse Taal
https://neerlandistiek.nl/2022/12/chattie/

https://neerlandistiek.nl/2022/12/chattie/


Model hallucination

Model trained to produce
language, not truth



Other limitations
● Math stuff
● Units of measure
● Weather forecast, current events
● Metalinguistic tasks: writing backwards, words that end with a letter
● Physical, temporal reasoning, logic

More generally, model is trained with only textual data, so in principle it doesn’t 
have access to info that requires other modalities 
https://github.com/giuven95/chatgpt-failures

https://github.com/giuven95/chatgpt-failures


Summary of strengths and weaknesses 
Strengths

● Grammatical, mostly coherent
● Question-answering
● Dialogue, responsive to feedback
● Domain-general knowledge
● “Creative”
● Styles
● Translation
● Can program and other common 

structured tasks
● …

Weaknesses

● Truthfulness
● Reliability & stability
● Hallucination
● Overconfidence
● Domain-specific knowledge
● Logic and inference
● Metalinguistic tasks
● Bias and stereotypes
● Superficial content filters
● …



ChatGPT is powered by Machine Learning

Unsupervised learning 
from tons of data

Learning from human 
trainers

What ChatGPT generates is a consequence of what it has learned over a 
period of training.



Unsupervised Learning
Language Model

It’s cold. Open the 
PREDICTION

Transformer Neural NetworkTraining Data
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How long does it take to train it?

➔ Months on computer clusters

➔ Centuries on a laptop

After training, it is not 
connected to the Internet!



Credits: Malvina Nissim  @GroNLP



ChatGPT in the 
classroom

Discussion section





Two responses
Ban it!

● Use detection tools or authorship 
attribution tools

● Ask for handwritten assignments
● Surveillance software at exams
● Use watermarks
● It’s plagiarism at big data scale
● Students don’t learn basic writing, critical 

thinking skills

Embrace it!

● It’s another tool like the calculator
● Make ChatGPT-based assignments
● Allows focus on other skills besides 

writing
● Improve student assessment
● Personalized learning experiences
● Focus on skills and specific topics rather 

than generic knowledge
● Lecturer inspiration



https://oneusefulthing.substack.com/p/all-my-classes-suddenly-became-ai

https://oneusefulthing.substack.com/p/all-my-classes-suddenly-became-ai




UvA Teaching & Learning Centres

https://tlc.uva.nl/en/article/chatgpt-workshop-for-lecturers/

https://tlc.uva.nl/en/article/how-to-make-your-assessment-more-ai-proof-did
actic-tips/ - Didactic tips by Dr. Philippe Versijp

https://tlc.uva.nl/en/article/chatgpt-workshop-for-lecturers/
https://tlc.uva.nl/en/article/how-to-make-your-assessment-more-ai-proof-didactic-tips/
https://tlc.uva.nl/en/article/how-to-make-your-assessment-more-ai-proof-didactic-tips/


EB Examination Board

https://medewerker.uva.nl/en/economics-and-business/shared-content-secure
d/medewerkersites/uva-medewerkers/en/news/2023/02/what-does-chatgpt-me
an-for-our-education-and-assessment.html

Examination Board currently working on a proposal for updated regulations

https://medewerker.uva.nl/en/economics-and-business/shared-content-secured/medewerkersites/uva-medewerkers/en/news/2023/02/what-does-chatgpt-mean-for-our-education-and-assessment.html
https://medewerker.uva.nl/en/economics-and-business/shared-content-secured/medewerkersites/uva-medewerkers/en/news/2023/02/what-does-chatgpt-mean-for-our-education-and-assessment.html
https://medewerker.uva.nl/en/economics-and-business/shared-content-secured/medewerkersites/uva-medewerkers/en/news/2023/02/what-does-chatgpt-mean-for-our-education-and-assessment.html
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Additional slides/images



Some ethical questions





Undesirable content

● Hateful content
● Bias
● Production of fake news at industrial scale



Why is it so difficult?

… to avoid undesirable content?

… to detect whether text are generated by a machine?



Sources & copyrights

● Lack of transparency about training data
● Lack of crediting of training data
● No payment of copyright holders
● Low pay/inadequate aftercare for human annotators



Lack of transparency

● Training set, details of training regime & trained weights not made available
● No explanations available: For critical decisions based on ChatGPT, we 

cannot trace back the reasons 



Energy usage

● 1 instance of GPT-3 estimated to costs >$10M in electricity
● Every call to ChatGPT requires many orders of magnitude more compute 

than Google search



Concentration of power

● Costs for training LLMs prohibitively large for most companies/institutions 
other than BigTech

● Dominance of English and a handful of high-resource languages


